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#### Abstract

We present a new model for the representation of $n$-dimensional multiresolution meshes. It provides a robust topological representation of arbitrary meshes that are combined in closely interlinked levels of resolution. The proposed combinatorial model is formalized through the mathematical model of combinatorial maps allowing us to give a general formulation, in any dimensions, of the topological subdivision process that is a key issue to robustly and soundly define mesh hierarchies. It fully supports multiresolution edition what allows the implementation of most mesh processing algorithms - like filtering or compression - for $n$-dimensional meshes with arbitrary topologies.

We illustrate this model, in dimension 3, with an new truly multiresolution representation of subdivision volumes. It allows us to extend classical subdivision schemes to arbitrary polyhedrons and to handle adaptive subdivision with an elegant solution to compliance issues. We propose an implementation of this model as an effective and relatively inexpensive data structure.


© 2013 Elsevier Inc. All rights reserved.

## 1. Introduction

An increasing number of applications involve the use of volume meshes supporting sophisticated operations like adaptive subdivision, simplification or remeshing. Such meshes are the keystone of the modeling of physical phenomena and the basis of numerical analysis and optimization [1]. For instance, local refinements and re-meshing techniques [2] have recently been proposed to optimize tetrahedral meshes for elastoplastic simulations. Likewise, isogeometric finite elements analysis [3] has been provided through Catmull-Clark subdivision of hexahedral meshes to improve the convergence of numerical simulations on CAD models with arbitrary topology. On the other hand, recursive subdivision of coarse meshes have been used to define tools for the dynamic deformation of

[^0]geometric objects [4-6]. Generalizing these subdivision schemes, the Slow Growing Subdivisions [7] is defined in any dimension.

As regards surfaces, the multiresolution paradigm has become very popular. In this context, an object is no longer modeled as a single mesh, but as a sequence of nested meshes encoding distinct levels of details. Such sequences of meshes are obtained either through the subdivision of a given coarse mesh or through an iterative simplification of an initial fine mesh. These principles have respectively led to subdivision surfaces [8] and progressive meshes [9] which are the basis of many works in geometry processing and mesh compression. In this framework, the adaptivity of the representation is crucial as it allows strong reduction in the size of the multiresolution objects.

Finally, many works in the meshing community address the issue of automatic mesh generation and optimization. Among others, Delaunay and Voronoi tessellation are popular techniques [10,11]. They basically provide unstructured tetrahedral meshes or arbitrary polyhedral meshes, dual from each other. In higher dimension, they generalize


Fig. 1. Example of subdividing an arbitrary polyhedral volumetric mesh with our method. Colors of the cells were kept at a level to another in order to identify the subdivided cells. The adaptive subdivision consists, in this example, in refining the boundary cells at each level.
as simplicial meshes and their dual representations. How to generate such base meshes is not discussed further here and we refer the reader to [12] for a complete survey. Nevertheless, their increasing use as the basis of multiresolution applications strengthens the need for efficient and generic multiresolution representation of $n$-dimensional meshes.

Many data structures have be proposed to encode level of details for triangular or quadrangular subdivision of surfaces [13]. For higher dimensions, two kinds of representations stand out from the literature. The first ones are based on octrees. Benefiting from efficient implementation, they are limited to hexahedral meshes with ad hoc topologies. The second ones consist in hierarchies of tetrahedrons. Able to handle more general topologies, they are not real multiresolution representations as they maintain a unique mesh at the finest level of resolution as well as a set of coarsening operations that are applied on demand. In both frameworks, adaptivity generates non-conforming meshes that are not representable with usual data structures.

In the field of geometric modeling, the $n$-dimensional combinatorial maps made popular by the works of Lienhardt [14] and Dufourd [15], define a formal model ${ }^{1}$ that possesses the sought-after genericity, expressiveness and potentials. It forms a solid basis for the targeted multiresolution model.

In the following, we present a new model for the representation of $n$-dimensional multiresolution meshes. This

[^1]model extends the 2-manifold model presented in [17]. It defines a set of nested meshes representing closely interlinked levels of resolution that can be randomly and independently accessed. Each level of resolution models the topology of a $n$-dimensional manifold mesh. We present operations to build and traverse the cells of such hierarchies of meshes along with their neighborhoods.

The genericity of the $n$-dimensional maps allows the representation of a wide variety of meshes (Fig. 1) and subdivision schemes and naturally supports adaptive subdivision without compliance issues (see Fig. 6b and c). The proposed model fully supports multiresolution edition i.e. every cells of every level of subdivision may store specific geometric embeddings or details - what allows the implementation of tools like analysis and synthesis of multiresolution data as required for many mesh processing algorithms.

Thanks to the formal model of combinatorial maps, complicated subdivision operations are decomposed into simpler ones. This allows us designing sophisticated algorithms using robust low-level topological operations - as for instance edge cutting or face splitting - acting on arbitrary meshes. We illustrate this point with a detailed presentation of a subdivision algorithm for arbitrary polyhedrons. That provides an efficient and elegant implementation of subdivision volumes.

The remainder of this paper is organized as follows. Section 2 reviews related work on subdivision volumes and multiresolution models. Section 3 presents and illustrates our multiresolution model. Sections 4-6 details the subdivision algorithm, the handling of adaptive and mixed subdivision schemes. In Section 7 the performances of our model in terms of time and space complexity are
discussed. Section 8 concludes with an electro-thermal simulation application.

## 2. Related work

### 2.1. Subdivision volumes

Given a volumetric base mesh $M^{0}$ and a subdivision process $S$, the recursive process defined by $M^{i+1}=S \cdot M^{i}$ produces what is usually called subdivision volumes. The built meshes converge to a limit mesh $M^{\infty}$ guaranteed to be a smooth manifold. The subdivision process is usually separated into two stages. First, the topology of the mesh is refined, which comes to insert some cells (vertices, edges, faces or volumes) as well as their corresponding neighborhood relations.

Secondly, the geometry is updated: the subdivision stencil is applied to the inserted vertices for an interpolating scheme and to all vertices in case of an approximating scheme. The weights used in the subdivision stencils are designed to control the continuity of the generated surfaces and volumes. Many works focus on the convergence and the continuity of specific subdivision schemes [18,19].

Our work focus on the topological refinements and in particular on the primal schemes. For subdivision surfaces, primal schemes reference models are those of Loop [20] and butterfly [21,22] for triangular meshes and CatmullClark [23] for quad or polygonal meshes. In the volumetric case, the natural extension of those schemes consists in three steps. First, the faces of every polyhedron are subdivided. Secondly, new vertices are inserted inside all polyhedrons. Finally all inserted vertices are connected with edges to define the resulting subdivided polyhedrons (see Fig. 2).

The main proposed schemes for subdivision volumes are the Loop scheme adapted to tetrahedral [24] and octahedral [6] meshes, the Catmull-Clark scheme generalized to polyhedral [4] meshes and the adaptation of the $\sqrt{3}$ scheme to tetrahedral meshes [25]. Pascucci generalized the $\sqrt{2}$ scheme to any dimensions [7] with the $\sqrt[3]{2}$ scheme that supports adaptive subdivision. As we focus on the subdivision process - through topological refinement - we do not discuss further the geometrical properties of the mentioned subdivision schemes and simply use, in the following, the scheme proposed by MacCracken et al. [4].

The data structure used in the mentioned works imply limitations on the refinement process. First, they are specific to one kind of mesh - usually tetrahedral/octahedral meshes or hexahedral meshes - and thus limit the subdivision rules to those that generate representable polyhedrons. Secondly, the related schemes rarely support adaptive refinements because they imply compliance issues. Finally, these data structures only encode the current mesh and none of them provide true multiresolution tools. Our approach provide an elegant solution to these issues.

### 2.2. Multiresolution data structures

Many studies dealing with multiresolution meshes have focused on tetrahedral meshes. In this context, a
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Fig. 2. Tetrahedral and hexahedral subdivisions.


Fig. 3. Tetrahedral hierarchies using edge collapse or edge bisection. The deleted or subdivided tetrahedrons are shown in red. The resulting cells (vertex or tetrahedron) are drawn in blue.


Fig. 4. Three classes of diamonds in 3D formed by 6,4 and 8 tetrahedrons and respectively 8,6 and 10 vertices. The bisected edge is shown in red.


Fig. 5. Comparison in 2D between two data structures whose hierarchy is generated by an edge bisection operation.
regular hierarchy may be generated by mesh decimation using edge collapse operators (see Fig. 3a). The half-edge tree proposed in [26] encode such hierarchy in a binary forest of vertices. Historically, this work is among the first that proposed real multiresolution management of tetrahedral meshes. This approach is well suited for progressive transmission, but not for multiresolution edition.

Other approaches allow a tetrahedral hierarchy construction by bisecting tetrahedrons along their longestedge [27] (see Fig. 3b). Two ways to encode such hierarchies have been proposed: binary forests of tetrahedrons (see Fig. 5a for a 2D example) or directed acyclic graphs of diamonds [28]. A diamond is the set of simplexes incident to a bisected edge (see Fig. 4). The nested relationship between simplexes induce a hierarchical relationship between the diamonds (see Fig. 5b with a 2D example).

Both hierarchies of tetrahedrons are encoded as a base mesh enriched by a sequence of collapse or subdivision operations. To be accessed, a level of resolution have to be built, applying a subset of the operations on the base mesh. Thus, random access to distinct levels requires many operations that prevent interactive edition of such data structures. Moreover these approaches prohibit the storage at each level of resolution of the details data that are needed for many geometry processing algorithms.

Other data structures have been proposed in the specific context of subdivision volumes. Here again, only the
subdivided mesh is represented without level of details. McDonnell et al. [19] use a simplified version of the ra-dial-edge data structure which is a generalization of the winged-edge structure to arbitrary complexes. Bajaj et al. [18] use a recursive representation of a $d$-dimensional cube (a d-cube), where a 0 -cube is a vertex index and a $d$-cube $(d>0)$ a list of two $(d-1)$-cubes. This light representation does not contain neighborhood information. Thus, computing the new vertices positions has a complexity of $O\left(n^{2}\right)$ where $n$ is the number of vertices in the mesh, making it unsuitable for interactive mesh processing.

Meanwhile, a conventional solution to encode multiresolution subdivision surfaces is to use a quadtree as a data structure [9]. This solution can be extended to the volumetric case by using an octree to encode multiresolution subdivision volumes, which is naturally derived from the nested hierarchy of volumes generated by the subdivision process. But this structure is not used in practice for multiresolution subdivision volumes because it does not represent all the cells of a mesh (vertices, edges, faces, volumes) as explained below.

All the mentioned combinatorial models are limited to a specific class of polyhedrons whose faces degrees are fixed (square or triangle). That limits the possible subdivisions to those that avoid the emergence of non-conforming surfaces (see Fig. 6a and b). A common solution in the context of surfaces is to add special cells around the so-called $T$ -


Fig. 6. Adaptivity management of a hexahedral refinement (a). With an octree (b), non-conforming generated faces cause the appearance of a topological hole visible in blue (vertices incident to this hole were moved to make them visible). In a 3-map (c) compliance is maintained as arbitrary polyhedrons can be handled. The generated polyhedron has 9 faces, 5 four-sided faces and 4 five-sided faces (one is visible in red in c).
junctions. In the volumetric case, the resulting combinatorics of cells is intricate and therefore the computation of neighborhood. On the other hand, this limits the possible refinement rules as they have to ensure that the generated volumes are representable with those special cells.

Finally, the octree based representations are the only ones that provide real multiresolution capability. But, by nature they impose an orientation of the meshes along three axes. This make difficult to properly handled complex geometries that do not feat to an hexahedron.

## 3. Multiresolution combinatorial model

A $n$-dimensional mesh is a discretization of a region in a manifold cellular complex composed of cells at different dimensions (vertices, edges, faces, volumes, ...) connected by adjacency relations.

The facet-edge data structure [29] is one of the first that has been proposed to implement this combinatorial model in dimension 3. A formalization of this structure has been proposed $[15,14]$, leading to the mathematical model of $n$-dimensional combinatorial maps. A $n$-map $M$ is a $n+1$ tuple ( $D, \alpha_{0}, \alpha_{1}, \ldots, \alpha_{n-1}$ ) where $D$ is a finite set of darts abstracting the notion of oriented half-edges, $\alpha_{0}, \alpha_{1}, \ldots$, $\alpha_{n}$ are relations betweens darts such that:

- $\alpha_{0}, \alpha_{1}, \alpha_{n-2}$ are involutions on $D: \forall i<n-1, \alpha_{i}\left(\alpha_{i}(x)\right)=x$, i.e. $\alpha_{i}(x)=y \Rightarrow \alpha_{i}(y)=x$. In other words, darts are pairewise linked.
- $\alpha_{n-1}$ is a permutation on $D$. In dimension 3, that implies that relation $\alpha_{2}$ cyclically links faces around the edge they are incident to.


Fig. 7. Drawing conventions for a 3-map.

- $\alpha_{j} \circ \alpha_{i}$ is an involution $\forall i<n-2$ and $\forall j$ such that $i+1<j \leqslant n-1$. Thus, $\alpha_{2} \circ \alpha_{0}$ is an involution and both darts of an edge are symmetrically linked (see Fig. 8).

In dimension 3, following the conventions of Fig. 7, two darts linked with $\alpha_{0}$ make a simple edge (see Fig. 7b) and two darts linked with $\alpha_{1}$ make a simple vertex (see Fig. 7c). A face (see Fig. 7d) is a cycle of simple edges linked by simple vertices.

The $\alpha_{2}$ relation links two faces along a simple edge (see Fig. 8). A cycle of $\alpha_{2}$-linked faces forms an edge and the set of simple vertices that share $\alpha_{2}$-linked simple edge forms a vertex. In higher dimension, the $\alpha_{i}$ relation links two $i$-cells along the $(i-1)$-cells of their boundaries. More details about the definition of $i$-cells and their neighborhood relations can be found in [15].

These topological relations define ways to traverse the cells of a map - its vertices, edges, faces and volumes. The main cell traversals in dimension 3 are illustrated Fig. 9. The edges of a face are traversed through the


Fig. 8. Focus on faces linked with $\alpha_{2}$.


Fig. 9. The main topological cell and their traversal in a 3-map. During this walkthrough, the cells of higher dimension are accessed in turn (some of them are highlighted in yellow above).
composition of relations $\alpha_{0}$ and $\alpha_{1}$ (see Fig. 9b). The faces incident to an edge are traversed through the $\alpha_{2}$ relation as well as the volumes incident to these faces. Finally, the edges incident to a vertex are traversed, in a nonordered way, alterning the $\alpha_{1}$ and $\alpha_{2}$ relations (see Fig. 9d).

The $n$-dimensional multiresolution combinatorial maps extend the multiresolution 2-maps introduced in [17]. A multiresolution map $M$ is formelly defined as follows:
$M=\left(\left\{D^{i}\right\}_{i \geqslant 0},\left\{\alpha_{0}^{i}\right\}_{i \geqslant 0},\left\{\alpha_{1}^{i}\right\}_{i \geqslant 0}, \ldots,\left\{\alpha_{n-1}^{i}\right\}_{i \geqslant 0}\right)$
where for all $i \geqslant 0, M^{i}=\left(D^{i}, \alpha_{0}^{i}, \alpha_{1}^{i}, \ldots, \alpha_{n-1}^{i}\right)$ is a $n$-map representing the mesh at level $i$. Intuitively, a multiresolution 3-map represents a hierarchy of volume meshes.

To avoid any redundancy, the darts of coarser levels are reused in the finer levels. Thus, the sequence $\left\{D^{i}\right\}_{i \geqslant 0}$ is composed of sets such that for all $i \geqslant 0, D^{i} \subset D^{i+1}$. In other words, each $D^{i}$ contains the darts inserted until level $i$. This leads to a data model in which the memory cost is controlled as shown in Section 7. This aspect has already been shown in Fig. 2 where ${ }^{2}$ the red darts correspond to the cells inserted during the subdivision and the black darts are those that are reused from one level to another.

The $\left\{\alpha_{k}^{i}\right\}_{i \geqslant 0}$ represent the versions of the relations $\alpha_{k}$ ( $k \in\{0,1, \ldots, n-1\}$ ) for different resolution levels of the

[^2]

Fig. 10. Sets of darts from a multiresolution map.
$n$-map. They are constructed so that the $\alpha_{k}^{i}$ restriction to darts from level $i$ make up a valid $n$-map.

Specifically, in a multiresolution map, the darts are arranged in a sequence of nested sets as shown in Fig. 10. As the topological relations $\left(\alpha_{0}, \alpha_{1}, \ldots, \alpha_{n-1}\right)$ change from one resolution level to another, each dart stores the values of its relations for each level in which it exists.

Concretely, in a map with $l_{\max }$ subdivision levels, a dart that has been inserted in the $i$ th level, stores an array of $l_{\text {max }}-i$ versions of these relations. Thus the darts from the finest level that represent about $87 \%$ of the darts (seven darts over eight in the best case as detailled in Section 7), store just one version of the $\alpha_{k}$ relations. Indeed, the last darts generated by the subdivision process are the most numerous. The coarse level darts are fewer (because the base mesh has the fewest darts) and store $l_{\max }$ versions of
these relations. This is what makes our model so competitive as regards to the memory cost. This concept is illustrated Fig. 11 for only one face for readability.

Robust $n$-dimensional low-level topological operations acting on arbitrary meshes have been presented in [ 15,14$]$. In our multiresolution model, each level of details is represented as a n-map and so naturally support all usual topological operators. Building a hierarchy of $n$ dimensional meshes is thus straightforward. Starting from a hierarchy with $l$ levels of details, level $l+1$ is built by first duplicating the lth level and applying the mentioned lowlevel operators to subdivide the required cells. The difficulty comes from the increasing combinatorics of the cells sizes and neighborhoods that have to be traversed during such subdivision. The subdivision algorithm is presented in the following section.

There are several ways to implement the model of multiresolution maps. The simplest one is the following. A dart is a record that contains an array of pointers to other darts. There is one pointer for each topological relation and the size of those array depend on the level in which the dart has been inserted. A map is then an array of such darts. This method is simple and adapted for rapid prototyping, but it induces memory fragmentation and requires some optimizations to efficiently handle large meshes.

Another implementation consists in using groups of arrays. Here, darts are encoded as integer (indexes in those arrays). There is one group of arrays for each level of details. Each group contains one array for each topological


Fig. 11. Illustration of the storage of different versions of the topological relations in a face of a multiresolution 3-map.
relation. This implementation is available in C++ in the CGoGN [30] library. It improves the memory usage and is compatible with specific data structure used on GPU such as OpenGL's Vertex Buffer Object (VBO) - used for the rendering of such meshes - or other specific implementation with out-of-core issues.

The combinatorial relations that link darts and their combinations represent all possible incidence relationships between cells. They allow optimal traversals of complex neighborhoods for each cell (vertices, edges, faces, volumes). Our implementation is well-balanced between memory cost and efficiency. Nevertheless, in the case of meshes with fixed combinatorics (e.g. tetrahedrons or hexahedrons) we can be more efficient. In this case, the darts may be allocated by blocks corresponding to the fixed combinatorics of the cells. For example, in the case of tetrahedral meshes, we can allocate directly enough darts for each face or even for each tetrahedrons. The incidence relations in those cells can be expressed in an implicit manner.

The formal expression we use for our topological model implies that the algorithms we present below remains the same whatever the used implementation.

## 4. Arbitrary polyhedron subdivision

We propose in this section a subdivision scheme suitable for any kind of polyhedron, thus unifying the subdivision schemes described above. The objective is to demonstrate the genericity qualities of our topological model. We will see later how this genericity allows an adaptive subdivision of any volume meshes, solving all compliance issues correctly.

The subdivision method consists in inserting a vertex at the polyhedron center. This vertex is connected by edges to the centers of the faces. Then each vertex in the center of a face is connected to the edge midpoints making up the face. After this first subdivision step, the faces linking all these edges with the volumes bounded by these faces must be built. Finally, the last stage consists in generating all adjacency and incidence relations between all the created cells.

When looking at arbitrary polyhedrons (i.e. those which have an arbitrary number of faces and degree of each face) this last stage is by far the most complex combinatorially. The works on volume subdivision previously mentioned are limited to the subdivision of hexahedrons into 8 octants, resulting in a case where the topology of the inserted cells is invariant. We show below how the topological information present in our mathematical model can efficiently retrieve the order and orientation of added cells.

### 4.1. Edge order around a vertex

At first we consider the subdivision of a face and the order of edges around the inserted vertex. Fig. 12a shows a pentagonal face with the relations $\alpha_{0}$ and $\alpha_{1}$ in red and green. Fig. 12b shows this face subdivided with a central vertex, which involves finding around the central vertex the edge order (represented by the blue arrow).


Fig. 12. Relations to rebuild in a subdivided face.

Fig. 12c shows an exploded view of the generated faces. It can be noticed that the combination $\alpha_{1} \circ \alpha_{2}$, from the relation $\alpha_{2}$ connecting two adjacent faces and the relation $\alpha_{1}$ between two edges of a face, allows the traversal of the edges as desired. Thus, to reconstruct the order of the vertices, it is sufficient to generate the correct $\alpha_{2}$ relation between the added faces. We notice that these relations are directly linked to relations with $\alpha_{0}$ from subdivided edge darts (see red dotted arrow in Fig. 12c). The strength of our algorithm is the ability to alternate between primal and dual representation to propagate this information during this subdivision step. Let us note that for this to happen, we need two levels of subdivision to be able to coexist in the model.

Now, we describe the algorithm for an $i$-level face subdivision. As a first step, all edges are cut into two by adding two $i+1$ level darts as shown in orange in Fig. 13a. For all level $i$, this step reconstructs the relations as follows (with $\left.y=\alpha_{1}^{i}\left(\alpha_{0}^{i}(x)\right)\right)$ :
$\alpha_{1}^{i+1}\left(\alpha_{0}^{i+1}(x)\right)=\alpha_{0}^{i+1}\left(\alpha_{1}^{i}(y)\right)$
The vertices from the original face form separate corners visible in Fig. 13a. The second step consists in forming the emerging faces by connecting the vertices of level $i+1$ by two edges, meaning 4 darts at level $i+1$ (Fig. 13b).

The final step (see Fig. 13c) consists in sewing by $\alpha_{2}$ at level $i+1$ the pairs of edges attached to darts connected by $\alpha_{0}$ at level $i$ (black darts). For all level $i$, this step reconstructs the relations as follows (with $y=\alpha_{1}^{i}\left(\alpha_{0}^{i}(x)\right)$ ):

$$
\begin{equation*}
\alpha_{2}^{i+1}\left(\alpha_{1}^{i+1}\left(\alpha_{0}^{i+1}(x)\right)=\alpha_{1}^{i+1}\left(\alpha_{0}^{i+1}\left(\alpha_{1}^{i}(y)\right)\right.\right. \tag{2}
\end{equation*}
$$



Fig. 13. Face subdivision steps.

Finally, in a fully implicit manner, the order of edges around the central vertex is reconstructed regardless of the original face degree, so that this algorithm is generic because it allows subdividing any face whatever its degree. This principle is extended to the volume in the next section.

### 4.2. Face order around an edge

We now consider the subdivision of a volume as shown in Fig. 14. In particular, we focus on the order of faces around the edge highlighted in red Fig. 14b. We note $\phi_{2}=\alpha_{2} \circ \alpha_{0}$. We know from the definition of a 3-map that this relation is an involution, which means that $\phi_{2}\left(\phi_{2}(d)\right)=d$ for every dart $d$. In the same way that the order of edges around a vertex was divided into two relations, we decompose the permutation $\alpha_{2}$ to rebuild it in $\alpha_{2}=\phi_{2} \circ \alpha_{0}$. Fig. 14c shows the faces around the edge highlighted in red. Fig. 14d shows an exploded view of the faces around the same edge. We observe that the combination $\phi_{2} \circ \alpha_{0}$ allows the traversal of the faces in the desired manner. Thus, to reconstruct the sequence of faces, it is sufficient to correctly generate the relations $\alpha_{0}$ between added faces.

### 4.3. Topology of a subdivided polyhedron

The tools presented above are used to elegantly define any subdivision of a polyhedron. First, the faces are subdivided by adding a central vertex. At this step, sewing edges around every central vertex is not performed. This results in an umbrella (or corner) composed of quadrangular faces (see Fig. 15a) around each initial vertex. In a second step, this umbrella is automatically completed to form the


Fig. 14. Faces permutation around an edge.
future volume. To do this, a topological face is created along the umbrella's edges (see Fig. 15b). This topological face is then in its turn subdivided by adding a central vertex which is positioned in the center of the subdivided volume (see Fig. 15c).

At this point, we generate a volume per initial vertex of the polyhedron (see Fig. 15d). Relations left free can now be completed so as to order the internal faces from the created volumes around their common edge (see green arrow Fig. 15d). Specifically, for each pair of vertices from the initial polyhedron, we consider the two darts $x$ and $y$ sewn by $\alpha_{0}$ at level $i$. Their images by $\alpha_{0}^{i+1}$ are the vertices of the two incident faces. These two faces are merged by sewing one out of two darts with the relation $\phi_{2}$ introduced above. After this step, all the topological relations between created cells (vertices, edges, faces, volumes) are reconstructed, which demonstrates how much this algorithm is generic, since it can subdivide any volume whatever its degree.

### 4.4. Subdivision in higher dimension

The subdivision process naturally extents to any dimension in a recursive way. We give here an insight of the algorithm. As before, we define the relation $\phi_{n-1}=\alpha_{n-1} \circ \alpha_{0}$ that represent the cycling order of $n-1$-cells around of $n-2$ cells in a $n$-dimensional map. The subdivision of an hy-per-volume $v$ of dimension $n$ at a level of resolution $l$ begins with the subdivision of the $n-1$ cells forming its boundary. The sewing of the generated $n-1$-cells around the central vertex is not done. We obtain sets of linked $n-1$-cells forming $n-1$ dimensional umbrellas around


Fig. 15. Topological subdivision.
the initial vertices of $v$ with open boundaries where the sewing have been prevented. Those umbrella are closed with $n-1$-cells acting as covers. Those covers are then subdivided at dimension $n-1$. That generates all the cells that are needed to build the central vertex. Those cells are sewn with relation $\alpha_{0}$. To find the couples of cells that have to be sewn at level $l+1$, the $\alpha_{0}$ relations at level $l$ are queried. Thanks to the combinatorics of $n$-maps, that implicitly reconstruct the introduced $\phi_{n-1}$ relation and thus all required neighborhood relations between the cells inserted at level $l+1$.

## 5. Generic adaptive subdivision

The idea of an adaptive subdivision is to choose, according to given criteria, the polyhedrons to subdivide and those that will not be subdivided. To do this, it is necessary to treat correctly the cells, edges or faces, incident to polyhedrons having different subdivision levels. Otherwise, compliance issues already mentioned can occur. As described before, combinatorial maps have a strong asset to maintain this compliance. Unlike data structures based on incidence graphs or data structures describing explicitly


Fig. 16. One face shown at two levels of subdivision.
the cells (such as tetrahedral data structures), the cells of a map are defined implicitly. These implicit definitions are illustrated Section 3 with the topological cell traversal functions figure.

To be more precise, in a multiresolution 3-map, a face between two polyhedrons is common to both. The subdivision from a level $i$ to a level $i+1$ of one of the polyhedrons leads to the subdivision of the common face on both sides. So, the darts of this face seen from the not subdivided polyhedron are traversed at the level $i$. The face is still seen as being not subdivided. Conversely, the darts of this face seen from the subdivided polyhedron are traversed at the level $i+1$. Thus, the same face is seen as being subdivided. Specifically, the darts path shows $n$ faces of level $i+1$, where $n$ is the degree of the initial face. For example in Fig. 16, the face adjacent to the two polyhedrons is seen as four 4 -sided faces in the polyhedron on the foreground (shown in red) but also as one 4 -sided face for each of the four hexahedrons in the background (shown in blue).

As exposed above, a face can be seen in a different way following the level from which we look at this face. It is necessary to know and be able to compute the level of this face. Let us define $\operatorname{lev}(b)$ the level of dart $b$. So, to determine the level of a face $f$ in the $i$-level 3-map, we start from one of its darts $b$ with the smallest level of insertion into the map $\operatorname{lev}(b) \leqslant i$. Indeed, the level of this face is necessarily between the minimum of insertion levels of its darts and the level $i$ from the considered 3-map. In order to test from the lowest to the highest level, we start with one of the lowest inserted dart. Firstly, we test if the darts from the face of dart $b$ at level $\operatorname{lev}(b)$ are contained in face of $b$ at level $i$. If yes, then $f$ is a face of level $\operatorname{lev}(b)$ inside the map of level $i$. Otherwise, we test if the darts of the face of $b$ at level $\operatorname{lev}(b)+1$ are contained in the face of $b$ at level $i$. We loop over this level test until finding the lowest level for which all darts from the face of $b$ are contained in the face $f$ at the level $i$. At most, this level is the level $i$ itself.

For example, for the face $f_{1}$ (see Fig. 17), we start with the dart $b_{1}$ inserted in the 0 -level map and then we begin the traversal of the face of $b_{1}$ at level 0 (darts in black). Since all the darts are contained in the face of $b_{1}$ at level 2 (darts black, orange, blue). In other words, we traverse the whole face and come across only darts of level 0 . We


Fig. 17. Example of face level computing: illustration for the faces $f_{1}$ and $f_{2}$, starting respectively with dart $b_{1}$ and $b_{2}$.
can conclude that $f_{1}$ is a face of level 0 . For the face $f_{2}$, we start from the dart $b_{2}$ inserted in the map at level 0 . The next dart in the face of $b_{2}$ at level 0 is not contained in face of $b_{2}$ at level 2 . So, we continue to traverse the face of $b_{2}$ at level 1 and we see that all darts from the face are contained in the face of $b_{2}$ at level 2 . We can conclude that $f_{2}$ is a face at level 1. In other words, with the darts of level 0 , we change face but not with darts of level 1 . To remain the same face we have to consider it at level 1.

Thus, to describe clearly what an adaptive subdivision formally is, we have to define the notion of subdivision level of a cell in a map of level $i$. We call cell $l_{k}^{i}(b)$ the set of darts of the $k$-cell from dart $b$ at level $i$. We define the subdivision level of the $k$-cell from dart $b$ to be equal to the lowest level $j$ such as $\operatorname{cell}_{k}^{i}\left(b^{\prime}\right) \subset \operatorname{cell}_{k}^{i}(b)$, with $b^{\prime} \in \operatorname{cell}{ }_{k}^{i}(b)$. Specifically, the inclusion in the formula above means that


Fig. 18. Subdividing a prism.
the level of a cell is defined as the smallest level such that the border of the cell can be subdivided but not the cell.

Using this information on the level of a cell, the adaptive subdivision of a polyhedron can be written fairly simply. To subdivide an $i$-level polyhedron at level $i+1$ the algorithm starts by subdividing each face of the polyhedron. The subdivision of a face starts with the searching for its level. Indeed, if the face is already above level $i+1$ because the adjacent polyhedron is already subdivided then the algorithm proceeds to the next face. If not (face at level $i$ ), this face queries the level from the edges composing it. Indeed, if one edge of this face is already at level $i+1$ because the adjacent polyhedron is already subdivided, the algorithm proceeds to the next edge. The edges at level $i$ are subdivided to level $i+1$. The face can then be subdivided at level $i+1$. When this first step is performed, we then use the tools presented in the previous sections to build and link topologically at level $i+1$ the inner faces of future volumes. Once the process is complete we obtain polyhedrons linked with topological relations at level $i$ and level $i+1$. By applying the algorithm in this way, adaptivity in the hierarchy is managed transparently.

## 6. Results

The subdivision algorithm we described is a general way to adaptively subdivide each polyhedron in a volumetric mesh or each hyper-volume in a $n$-dimensional mesh. We show here examples that demonstrate the functionalities and features of our data structure and adaptive refinements. The geometry of the examples below, except the last figure, is computed using linear interpolation in order to highlight their topology.

The examples in Figs. 19 and 20 we apply our subdivision algorithm over a wide variety of polyhedral cells. The adaptive subdivision is illustrated in Figs. 19 as we choose to subdivide the cells that lie on the boundary of the mesh.

The genericity of our model allows us the mixing of loop subdivision on triangular faces and quadrangular subdivision on the other ones. Thus, a prism is no longer divided into six hexahedrons, but into eight prisms (cf. Fig. 18). This is essential to keep a certain regularity in the mesh elements as often required by finite elements methods. Fig. 20a shows an exploded view of the complete initial example mesh with a genius greater than 0 . After four steps of regular subdivision (see Fig. 20b and c), we can see that all cells are subdivided in polyhedral cells without any compliance issues. The geometry follows the subdivision scheme of [4].

## 7. Complexity evaluation

In this section, we evaluate the memory cost and complexity of the topological queries of our model. This study is done for 3 -dimensional maps. We compare with data structures showing equivalent capabilities: the forest of octrees [31]. First, we compare time complexity between the two structures. Then, finally, we compare space


Fig. 19. Visualization of an arbitrary polyhedral mesh with adaptive subdivision.


Fig. 20. Visualization of a polyhedral mesh with regular subdivision.
complexity without hierarchical information and with their multiresolution extension.

### 7.1. Time complexity

Adjacency queries are the operations that are most performed in multiresolution subdivision volumes.

They are useful when applying a subdivision scheme as well as for the execution of more complex algorithms.

In a forest of octrees, each hexahedron or tetrahedron of the initial mesh is the root of an octal tree. This structure can be seen as an undirected acyclic graph. Neighborhood queries in this kind of structure are solved in constant amortized time. The classical algorithm is to ascend the tree until the parent root and then look for the adjacent cell. Adjacency queries at the root level are solved in $O(\log (n))$ where $n$ is the maximum level (i.e. the size of the deepest tree).

For a multiresolution 3-map, each mesh of the hierarchy represents a 3-map directly accessible. Adjacency queries are executed in constant time. The complexity of more advanced algorithms such as browsing adjacent edges is
linear in the size of the considered neighborhood. Our data model is optimal for all current operations.

### 7.2. Space complexity

In this section we compare the estimated cost of a multiresolution 3-map with a hexahedral octal trees forest within a regular subdivision process. This is the worst case in terms of memory space. However, to clarify our purpose, we begin by separating the cost of the structures themselves from their multiresolution extension.

### 7.2.1. Standard cost

Let $n$ be the number of darts in a 3-map. To count the total cost of the topological information we need to count the number of pointers stored for each dart. The computation for relations $\alpha_{0}, \alpha_{1}$ and $\alpha_{2}$ is quite simple, since each dart has a single link. So there are a total of $n$ pointers stored in each of the three relations. We also have to count for each dart a pointer to a structure storing the vertex embeddings. This gives us a cost of $4 \times n$ pointers.

In a forest of octrees, the roots represent the coarsest mesh. Their cost is the number of hexahedrons present in


Fig. 21. Visualization of the application pipeline. The first row shows the imported data, the generated mesh and the simulation of this mesh. The second row shows the same information for 3 levels of adaptive subdivision. The third row shows these information for 3 levels of global subdivision.
the mesh. However it should be noted that, unlike the combinatorial maps, this is not a complete topological representation because there is no relation linking all cells of the mesh together. Indeed, the edges are not represented in this kind of structure. Thus, as explained above, topological holes appear at the boundaries between areas of different levels.

In order to complete the topological information available in this kind of structure, we must add minimum information describing the topology of a polyhedron to ensure that the data structure defines a volumetric object. Each hexahedron contains a list of its faces with, for each face, a list of edges ( 4 pointers per face then 24 pointers for six faces) and finally for each of the 12 edges, there are two pointers to the vertices ( 24 more pointers). We must add to this count eight pointers to an array of vertices embedding. With $h$ being the number of hexahedrons in the mesh, we obtain a cost of $56 \times h$ pointers.

A hexahedron being composed of 24 darts in a 3-map, we know that $h=\frac{n}{24}$. The ratio between the two data structures at this stage is therefore:
$\frac{4 \times h}{\frac{56}{24} \times h} \simeq \frac{12}{7} \simeq 1,7$
The combinatorial maps structure is at this step 70\% more expensive in terms of space. This is natural because, unlike combinatorial maps, the forest of octrees is missing topological information. We have added only the minimum information to describe a volume. Indeed, all neighborhood requests are not available immediately but must be computed. For example, to find all faces around an edge we must first find the adjacent volume of one face of this edge. Then in the list of faces of this volume, we must look at the identifier of the corresponding edge. Finally, we
must start again. In a combinatorial 3-map, the darts of a face are linked together by the volumetric relation $\alpha_{2}$ that is sufficient to be able to traverse volumes.

### 7.2.2. Multiresolution case

Let $n$ be the number of darts in a multiresolution 3-map. Let $n_{0}$ be the number of darts in the mesh at level 0 , and $k$ the maximum number of levels of the multiresolution structure.

Each hexahedron is cut into eight new hexahedrons; the number of darts is multiplied by a factor 8 at each step of subdivision. We have: $n=n_{0} \times 8^{k}$.

To count the total cost of the topological information we need to count the number of pointers stored for each dart. The computation of relations $\alpha_{1}$ and $\alpha_{2}$ is quite simple, since each dart has a unique link $\alpha_{1}$ or $\alpha_{2}$. So there is a total of $n$ (or $n_{0} \times 8^{k}$ ) pointers stored in each of the two relations.

For the relation $\alpha_{0}$, we have to sum the sizes of the pointer arrays contained in each dart. The size of this array is based on the darts insertion level. Note that $\frac{7}{8}$ darts are inserted at maximum resolution and thus have only one link $\alpha_{0}, \frac{7}{8}$ of the other darts (i.e. $\frac{7}{64}$ ) have two links ...; for $i$ between 1 and $k$ there is $n \times \frac{7}{8^{i}}$ darts whose array has $i$ elements. The darts describing the level 0 have $k+1$ elements in their array. The total number of items in the arrays of the relation $\alpha_{0}$ for all darts is:
$n_{0} \times(k+1)+n_{0} \times 7 \sum_{i=1}^{k} i \times 8^{k-i}$
Including pointers $\alpha_{1}, \alpha_{2}$ and a pointer to the vertices embeddings, the total number of pointer is:
$3 \times n_{0} \times 8^{k}+\left(n_{0} \times(k+1)+n_{0} \times 7 \sum_{i=1}^{k} i \times 8^{k-i}\right)$
The sum of the previous expression can be identified with the power series: $\sum_{n \geqslant 0} i \times x^{i}=\frac{x}{(1-x)^{2}}$, defined for $|x|<1$. Neglecting the terms of the series such as $i>k$, we obtain:
$\sum_{i=1}^{k} i \times 8^{k-i} \simeq 8^{k} \times \frac{\frac{1}{8}}{\left(1-\frac{1}{8}\right)^{2}}$
Which can be substituted to:
$3 \times n_{0} \times 8^{k}+\left(n_{0} \times(k+1)+n_{0} \times 8^{k} \times \frac{8}{7}\right)$
This equation simplifies to: $\frac{29}{7} \times n_{0} \times 8^{k}$
The roots of the forest of octrees store 9 pointers for hierarchical information to the sons. In the forest of octrees, a node requires nine pointers for hierarchical information (i.e. eight for the sons and one for the parent). As we discussed in the previous section, each root and each node of the forest of octrees also stores 56 pointers to topological and geometrical information. To summarize, we obtain 64 pointers for each root and 65 pointers for each node.

Let $h_{0}$ be the number of volumes at 0 -level (i.e. the root of the tree) and $k$ the maximum resolution level. As the
number of volumes is multiplied by a factor 8 at each subdivision level, the total number of stored pointers is:
$h_{0} \times 64+65 \times h_{0} \times \sum_{l=1}^{k} 8^{l}$
The sum can be identified to the power series: $\sum_{i=0}^{n} x^{i}=\frac{x^{n+1}-1}{i-1}$. We express it as:
$\sum_{l=1}^{m} 8^{l} \simeq \frac{8^{m+1}-1}{7}-1$
As we know that $h_{0}=\frac{n_{0}}{24}$, our equation simplifies to: $\frac{65}{21} \times n_{0} \times 8^{k}$.

The ratio between the two data structures decreases to:
$\frac{\frac{29}{7} \times n_{0} \times 8^{k}}{\frac{65}{21} \times n_{0} \times 8^{k}} \simeq \frac{87}{65} \simeq 1,3$
The multiresolution combinatorial maps structure is in the end only $30 \%$ more expensive in terms of space than the a forest of octrees in the multiresolution case. This additional cost is largely compensated for by the genericity of representable polyhedrons with a combinatorial map and the completeness of topological information.

## 8. Application

As alluded to the introduction, multiresolution volumetric meshes can be used in the simulation of physical phenomena. In this manner, we began a collaboration with a research team in physics and microelectronics.

One of their research topics is the development of an electro-thermal simulator integrated in a standard electrical CAD environment. This simulator will be used to perform the electro-thermal analysis to validate the performance of planar or 3D integrated systems in their environment. The thermal behavior is modeled using a finite element approach and the 3D thermal network is build from the information stored in the electrical layout (i.e the chip dimension, components location, etc). To keep the number of meshes to a minimum while keeping the accuracy, a fine mesh has to be set near areas where there is significant change in the temperature profile (i.e. area with high power density) and a coarse mesh is used in areas where the temperature profile is flat or with a small gradient. The areas where a fine mesh is needed are referred as influence area.

We show here the test chip [32] used to validate experimentally the simulator. This chip is made of two resistors placed on each sides and a $4 \times 4$ matrix of temperature sensors is placed across the chip. The Fig. 21 illustrate the pipeline used in this application from the imported data (first column) to the visualization of the simulation results (last column). As we can see in the first row, we begin by importing their data which appears as a set of bounding boxes. The components location over the chip is shown in the blue areas on Fig. 21a and the influence areas are shown in red on Fig. 21a. Next, we generate a mesh adapted to the imported data ( 576 vertices and 255 volumes) and embed the information about the components and influence area location in the mesh (see

Fig. 21b). Finally, the mesh is exported and is used to run the simulation with their tool. For visualization purpose, we just import simulation results on the vertices (see Fig. 21c).

The second row shows the result after 3 levels of adaptive subdivision of the polyhedrons included in the influent areas (see Fig. 21d and e for an exploded and clipped view). This mesh with 29,510 vertices and 19,218 volumes can easily be simulated in the CAD environment. Besides, comparing to the initial mesh, we can see that the adaptive subdivision enhance the accuracy of the simulation results.

The third row shows the result after three levels of a regular subdivision of the whole mesh (see Fig. 21g and h for an exploded and clipped view). In our context, this kind of mesh with 149,193 vertices and 130,560 volumes is to large to be used to run a simulation.

To conclude, thanks to our adaptive subdivision the number of vertices decreases by $80 \%$, the number of volumes decreases by $85 \%$. With our method we allow the simulation of this kind of chips in a standard electrical CAD environment.

In the future, we will be looking to create meshes for 3D integrated circuits by stacking multiple tier of planar circuits in one topologically consistent mesh and subdivide each of them according to each heat area. This will make possible the electro-thermal analysis of complex 3D integrated circuits. To reduce even further the thermal network and still keeping the accuracy, an equivalent network can be build by selecting only the thermal critical paths between each component. Our topological structure can also be used for efficient path traversals through the levels of resolution as seen in the previous sections.

## 9. Conclusion and future work

The multiresolution combinatorial $n$-maps defined in this paper provides a powerful framework for the representation of arbitrary multiresolution meshes and specifically of subdivision volumes. They overtake classical data structures thanks to their genericity and their ability to support arbitrary topological subdivisions that are the keystone to robustly and soundly define mesh hierarchies.

We demonstrate that this multiresolution model benefits from controlled memory costs. All low-level topological queries perform in constant time and thus all neighborhood queries run in linear time according to the number of cells in those neighborhood. This allows very efficient implementations of this model, as competitive as other less general data structures.

A longer term perspective is to extend simplification and merging operators - like edge collapses or more generally cell collapses - to define progressive meshes in arbitrary dimension. This would enable to build mesh hierarchies from iterative simplification processes and provide filtering and signal analysis tools to $n$-dimensional meshes.
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